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“if you don’t sleep the very first night after learning, you 
lose the chance to consolidate those memories”

Matthew 
Walker, Why We Sleep
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Mind Map
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Object Detection and 
Location



Localization and Detection

Car Car, but where?
Multiple cars

(Classification) (Classification with localization)  
(Detection)
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1 object
Multiple objects; could be 
from different classes



Classification
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Classification with Localization

◎ To train a network to detect and locate objects, 

we need a lot of training data with bounding box labels:

○ (bx, by): the x and y coordinates of the center of the object
○ bw: the width of the bounding box
○ bh: the height of the bounding box 
○ New image label: [class, bx, by, bw, bh]

8

CNN

Pedestrian

Car

Bicycle

Background

(0,0)

(1,1)

(bx, by)

bw

bh

bx

by

bw

bh



Classification with Localization

Classes

Pedestrian (c1)

Car (c2)

Bicycle (c3)

Background (no object)

New y label: [pd, bx, by, bw, bh, c1, c2, c3]

Loss:

if pd = 1

if pd = 0
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Note: assuming 
there is only 1 
object in image

Probability there is an object in the 
image (and not just background)



Localization and Detection

Classes

Pedestrian (c1)

Car (c2)

Bicycle (c3)

Background (no object) y = [1, 0.25, 0.75, 0.2, 0.15, 0, 1, 0]

New y label: [pd, bx, by, bw, bh, c1, c2, c3]

Loss:

if 
pd = 1

if 
p = 0
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Localization and Detection

Classes

Pedestrian (c1)

Car (c2)

Bicycle (c3)

Background (no object)
y = [0, ?, ?, ?, ?, ?, ?, ?]

New y label: [pd, bx, by, bw, bh, c1, c2, c3]

Loss:

if 
pd = 1

if 
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Evaluating Object Localization

◎ How well is your algorithm working in terms of 
finding the bounding boxes?

◎ One metric to measure the performance of the 
algorithm is Intersection over Union

◎ “Correct” if                       or some other threshold
◎ Basically measures the overlap of the predicted 

bounding box with the ground truth bounding box 
- more overlap is better
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Landmark Detection



Landmark Detection
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Landmark Detection

15

(lx1, ly1)     (lx2, ly2)



Landmark Detection
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Label every point

Input: image with n landmarks
Output:
[pface, lx1, ly1, lx2, ly2, … , lxn, lyn]

Fit CNN to output if the image is of a face and 
the locations of the landmarks if it is a face

Note: landmarks have to be consistent 
across all training images, i.e. landmark # 1 is 
the left corner of the right eye, for example



Landmark Detection
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If I can detect where the landmarks are, 
I can add filters in appropriate places



Landmark Detection
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Landmark Detection
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“Pose” detection



https://openreview.net/pdf?id=r1malb3jz 20

https://openreview.net/pdf?id=r1malb3jz
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Face Recognition



Terminology

◎ Recognition
○ Have a database of K persons
○ Get an input image
○ Output ID if the image is any of the K persons, or “not recognized” if not like any of the 

K persons

◎ Verification
○ Input image and name/ID
○ Output whether the input image is that of the claimed person

◎ Andrew Ng demo video

22

https://www.youtube.com/watch?v=wr4rx0Spihs


Face Recognition

◎ One-shot Learning: learning from 1 example to recognize that person again
◎ Major downside: needs to be re-trained every time another person is added to 

group, only 1 example to learn from

Database New Inputs
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Face Recognition

◎ One-shot Learning: learning from 1 example to recognize that person again
◎ Major downside: needs to be re-trained every time another person is added to 

group, only 1 example to learn from

Database New Inputs
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Similarity Function

◎ Similarity function: quantify how similar or different two images are
◎ If difference is large, the images are of two different people
◎ If difference is small, the images are of the same person
◎ DeepFace by Taigman et al 2014
◎ Define the similarity function as

◎ Learn parameters such that if x(i) and x(j) are the same person, d is small, 
and if x(i) and x(j) are different people, d is large

◎ Come up with threshold of what is “small”
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https://www.cs.toronto.edu/~ranzato/publications/taigman_cvpr14.pdf


Similarity Function
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d = 0.1

d = 10

d = 5



Similarity Function
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d = 0.1

d = 10

d = 5



Similarity Function
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d = 20

d = 15

d = 18



Similarity Function
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d = 20

d = 15

d = 18

Not in 
database



31

Advanced 
Architectures

(Or, putting pieces together differently)



Beyond the Sequential Model

◎ Throughout the course we have assumed 
each network has exactly one input and 
exactly one output, and that it consists of a 
linear stack of layers 

◎ But what if we have multiple types of 
inputs? Or multiple types of outputs?

◎ We can change the network structure - Keras 
makes this easy to do
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Multimodal (Multi-inputs) Model

◎ Multimodal inputs merge data coming from 
different input sources, processing each type 
of data using different kinds of neural layers

◎ Example: predict the most likely market price 
of a second-hand piece of clothing, using the 
following inputs:
○ User-provided metadata (brand, age, 

etc.)
○ User-provided text description
○ Picture of the item
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Multimodal (Multi-inputs) Model

◎ Suboptimal approach: train three 
separate models and then do a 
weighted average of their predictions
○ Information may be redundant

◎ Better approach: jointly learn a more 
accurate model of the data by using a 
model that can see all available input 
modalities simultaneously: a model 
with three input branches
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Multi-output (multihead) Model

◎ Predict multiple target attributes 
(outputs) of input data

◎ Example: predict the genre and date 
of a novel using the novel’s text
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Multi-output (multihead) Model

◎ Suboptimal approach: train two separate 
models: one for the genre and one for the date
○ But these attributes aren’t statistically 

independent

◎ Better approach: jointly predict both genre and 
date at the same time
○ Correlations between date and genre of 

the novel helps training

◎ Thesis work on predicting the genre of novels 
using machine learning and deep learning
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https://mountainscholar.org/bitstream/handle/10976/167049/Worsham_uccs_0892N_10407.pdf?sequence=1&isAllowed=y


Multi-output models

◎ Example: a network that attempts to 
simultaneously predict different 
properties of the data, such as a 
network that takes as input a series 
of social media posts from a single 
anonymous person and tries to 
predict attributes of that person, 
such as age, gender, and income 
level
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The Functional API in Keras

◎ Directly manipulate tensors
◎ Use layers as functions that take tensors and return tensors
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Sequential model 
(what we’ve seen 
before)

Functional equivalent 
to the above model

The Model class turns an input tensor 
and output tensor into a model



The Functional API in Keras
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Keras retrieves every layer involved in going from the input tensor to the 
output tensor and brings them together into a graph-like structure 
(a Model)



The Functional API in Keras
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Everything is the same when you compile, train and evaluate an instance 
of Model:

https://keras.io/guides/functional_api/



Multi-output Models
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Can specify different functions 
for different outcomes



So, how do we train this?
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Multi-output Models
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◎ This model requires the ability to specify different loss functions for different 
heads of the network:
○ Age prediction is a scalar regression task
○ Gender prediction is a binary classification task
○ Income prediction in this example is a multiclass classification task

◉ Income categories

◎ But because gradient descent requires you to minimize a scalar, you must 
combine these losses into a single value in order to train the model.

◎ The simplest way to combine different losses is to sum them all. 
○ In Keras, you can use either a list or a dictionary of losses in compile to 

specify different objects for different outputs; the resulting loss values are 
summed into a global loss, which is minimized during training.



Multi-output Models
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◎ A note on imbalanced loss contributions
○ Imbalances will cause the model representations to be optimized 

preferentially for the task with the largest individual loss, at the expense of 
the other tasks

○ To remedy this, you can assign different levels of importance to the loss 
values in their contribution to the final loss

○ This is particularly useful if the losses’ values use different scales
○ Example:

◉ MSE takes values around 3-5
◉ Cross-entropy loss can be as low as 0.1
◉ Here we could assign a weight of 10 for the cross-entropy loss and a weight of 

0.25 to the MSE loss



Hyperparameter Optimization

◎ There is no way of knowing which values are the optimal ones before building and 
training your model

◎ Even with experience and intuition, your first pass at the values will be suboptimal
◎ There are no formal rules to tell you which values are the best ones for your task
◎ You can (and we have in this course) tweak the value of each hyperparameter by 

hand
○ But this is inefficient

◎ It’s better to let the machine do this, and there is a whole field of research around this
○ Bayesian optimization
○ Genetic algorithms
○ Simple random search
○ Grid search
○ Etc.

◎ The decision between manual and automated comes down to a balance 
between understanding your model and computational cost 45



Hyperparameter Optimization

◎ The process:

1. Choose a set of hyperparameters (automatically)

2. Build the corresponding model

3. Fit it to your training data and measure the final performance on     
validation data

4. Choose the next set of hyperparameters to try (automatically)

5. Repeat

6. Eventually, measure performance on your test data
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Hyperparameter Optimization

◎ More tools available each year
○ One option is Hyperopt

◉ A Python library for hyperparameter optimization that internally uses 
trees of Parzen estimators to predict sets of hyperparameters that are 
likely to work well

○ Another option is Hperas
◉ Another library that integrates Hyperopt for use with Keras

○ Weights and Biases
○ SageMaker
○ Comet.ml
○ This great post
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https://github.com/hyperopt/hyperopt
https://github.com/maxpumperla/hyperas
https://www.wandb.com/
https://aws.amazon.com/blogs/aws/sagemaker-automatic-model-tuning/
https://www.comet.ml/site/
https://towardsdatascience.com/understanding-hyperparameters-optimization-in-deep-learning-models-concepts-and-tools-357002a3338a


Hyperparameter Optimization

◎ CAUTION!! 
○ Can easily overfit to the validation data
○ Can be very computationally expensive
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